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Abstract— In a memory system, understanding how the host
is stressing the memory is important to improve memory per-
formance. Accordingly, the need for the analysis of memory
command trace, which the memory controller sends to the
dynamic random access memory, has increased. However, the size
of this trace is very large; consequently, a high-throughput
hardware (HW) accelerator that can efficiently compress these
data in real time is required. This paper proposes a high-
throughput HW accelerator for lossless compression of the
command trace. The proposed HW is designed in a pipeline
structure to process Huffman tree generation, encoding, and
stream merge. To avoid the HW cost increase owing to high-
throughput processing, a Huffman tree is efficiently implemented
by utilizing static random access memory-based queues and
bitmaps. In addition, variable length stream merge is performed
at a very low cost by reducing the HW wire width using the
mathematical properties of Huffman coding and processing the
metadata and the Huffman codeword using FIFO separately.
Furthermore, to improve the compression efficiency of the
DDR4 memory command, the proposed design includes two
preprocessing operations, the “don’t care bits override” and
the “bits arrange,” which utilize the operating characteristics of
DDR4 memory. The proposed compression architecture with such
preprocessing operations achieves a high throughput of 8 GB/s
with a compression ratio of 40.13% on average. Moreover, the
total HW resource per throughput of the proposed architecture
is superior to the previous implementations.

Index Terms— Block Huffman, field-programmable gate
array (FPGA), high-throughput hardware (HW) design, lossless
compression, memory command trace analysis.

I. INTRODUCTION

OWING to the increasing demand for big data and neural
networks, the role of dynamic random access memory

(DRAM) has become increasingly important and the memory
bandwidth (BW) has rapidly increased. To understand how
the host stresses the DRAM system and how the memory
is vulnerable under certain situations, analyzing the memory
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access pattern [1] of how the system controls the DRAM
is necessary. Memory performance depends on the memory
access patterns [2], and memory trace analysis for these access
patterns has been actively conducted by memory manufactur-
ers to improve the DRAM performance [3]. However, as the
memory command trace data have a throughput of 32 B/cycle
based on the most commonly used DDR4 memory, the data
size to be collected for analysis is very large [4]. As the
cost of storing and analyzing such large amounts of data is
considerably high, and the memory BW to be transferred
in real time to the storage space is also very large; various
compression studies [5]–[9] have been undertaken to reduce
the trace data size.

For an efficient trace data compression, the following three
conditions should be satisfied. First, lossless compression is
essential as the loss of memory command trace data should
not occur. Second, a hardware (HW) design with high speed
and high throughput is required for compressing on-the-fly
data with a high BW of 32 B/cycle in the high-speed system
environment above 250 MHz. As data BW and operating
frequency are gradually increasing in the memory system,
high-throughput processing of 8 GB/s is generally required.
This characteristic is even more important in recent years
because memory structure such as high BW memory [10]
is spotlighted for supporting the rapid increase in the
amount of data. Therefore, trace analysis system essentially
requires an HW-based compression accelerator instead of a
software (SW)-based compression method. It is noteworthy
that the SW-based compression is much slower than the
HW-based compression, which degrades the overall system
performance [11]. Third, HW cost and complexity should be
low while maintaining high compression efficiency. In other
words, the tradeoff between compression efficiency and HW
resource must be carefully considered.

Lossless compression is classified into two categories:
dictionary-based method and statistical method. The
dictionary-based method, which is represented by the
Lempel–Ziv series [12]–[15], compresses the data using the
location information of the previous data. This method shows
a relatively high compression ratio but is disadvantageous in
that it requires large HW resources and complexity because
the dictionary table must be created continuously for each
input data by checking the dependence and location with
previous data. On the other hand, the statistical method based
on entropy, which is represented by the Huffman coding [16],
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constructs a tree with the frequency of symbol occurrence
and compresses data by allocating the codeword according
to the tree. This method can be implemented with relatively
low complexity, but it shows a relatively low compression
ratio. To take advantages of each method and to compensate
for the disadvantages of each method, lossless compression
schemes combining various compression algorithms have
been widely studied [17]–[20], and the HW implementation of
these lossless compression techniques has also been actively
studied [21]–[24].

Nunez and Jones [21] propose an HW architecture of the
X-MatchPro algorithm that compresses data at a throughput
of 1.6 Gbit/s with high HW scalability. Lin et al. [22], [23]
propose an HW structure that combines parallel dictionary
Lempel–Ziv–Welch (PDLZW) and dynamic Huffman coding
[25]. It offers the advantage of lower HW complexity and
better compression efficiency than the dynamic Huffman. Fow-
ers et al. [24] propose the HW architecture of the DEFLATE
algorithm [17] that shows relatively high-throughput process-
ing of 5.6 GB/s with high HW scalability. All these previous
studies in [21]–[24] use Huffman coding, but they are not an
optimal Huffman coding. Nunez and Jones [21] and Fowers
et al. [24] used a predetermined tree structure; they cannot
compress data while changing the tree structure according to
the data. In case of Lin et al. [22], [23], they cannot process
compression and tree formation at the same time because they
build an approximated tree structure on an offline process.
Thus, the compression ratio is inevitably sacrificed. Further-
more, the operating frequency of these previous schemes is
relatively low and except [24], they can only process the input
data with a small BW, rendering it difficult to process high-
throughput data of 8 GB/s. This means that these previous
schemes are incomplete in terms of compression efficiency and
HW complexity/cost.

Herein, to compensate for this drawback, the tradeoff
between compression efficiency and HW cost is carefully
considered through the efficient pipeline processing of block-
based compression and HW-optimized design techniques.
More specifically, this paper proposes an HW compression
accelerator architecture capable of high-throughput processing
based on the block Huffman coding [26]. The block Huffman
coding is a relatively simple statistical compression method
that processes Huffman coding by dividing the input data
into blocks. Although the compression efficiency of the block
Huffman is slightly lower than that of the original Huffman
coding, the two-pass operation in the original Huffman coding
can be performed by one-pass operation through the block-
based pipeline structure. Moreover, because the frequency of
the symbol occurrence is limited by the block size, the worst
case of the Huffman codeword length can be significantly
reduced [27]. Therefore, it is possible to drastically reduce
the HW resources and process the high-throughput on-the-
fly data compression. In the HW implementation of Huffman
coding, the Huffman tree formation and merge processing
of variable length coding are very difficult. To address these
problems, the proposed HW architecture efficiently generates
a new tree every time according to the input data using static
random access memory (SRAM)-based queues and bitmaps

and processes the variable length stream at a low cost using
FIFO and HW wire width optimization. All of these processes
are pipelined to achieve a high throughput of 8 GB/s. In
addition, as the Huffman tree is generated for every block,
it has a higher compression ratio than that of the predefined
Huffman tree and approximated Huffman tree. Consequently,
the proposed HW is excellent in terms of the tradeoff between
HW cost and throughput. From these reasons, in this paper,
block Huffman coding, which satisfies the second (i.e., high
throughput) and third (i.e., low HW cost) conditions mentioned
above, has been selected for memory trace compression.

Although block Huffman coding satisfies other conditions
perfectly, it cannot satisfy the condition that it should achieve
high compression efficiency, which is a part of the third
condition mentioned earlier. Therefore, in this paper, to further
enhance the compression ratio for the memory command
trace data, two preprocessing methods, i.e., “don’t care bits
override” on the device deselect commands, and “bits arrange”
on the command data, are proposed. These schemes utilize the
operating characteristics of the DDR4 memory. It is notewor-
thy that the proposed preprocessing techniques are compatible
with the block Huffman coding because the complexity of the
block Huffman coding is very low. Finally, this paper proposes
a high-throughput HW accelerator of lossless compression
with the high compression ratio that meets all three conditions
mentioned earlier. The proposed HW exhibits an excellent
compression ratio of 40.13% on average and its total HW
resource per throughput is superior to the previous studies. It is
noteworthy that the BW reduction of the memory command
leads to the power reduction in the DRAM memory accesses.

The remainder of this paper is organized as follows.
Section II describes the various Huffman coding schemes.
Section III presents the proposed HW accelerator architecture,
implementation issues, and preprocessing methods. Section IV
compares the proposed system with other studies and demon-
strates the superiority of the proposed compression HW.
Section V concludes this paper.

II. BACKGROUND

Huffman coding [16], a tree-based lossless data compression
technique is the most representative entropy coding method.
It is widely used in various fields requiring compressions such
as systems-on-a-chip design [28] and image processing [29].
Huffman coding requires information on the frequency of each
symbol in advance. The tree is constructed using the frequency
of each symbol, and the most common symbol is in the upper
node of the tree and expressed as the shortest codeword.
However, Huffman coding cannot be applied to a continuous
source stream because it cannot construct a Huffman tree for
compressing an input stream unless the information for the
entire stream is provided. To solve this problem, dynamic
Huffman coding [25] has been proposed. This method can
create a Huffman tree dynamically while the data are being
inputted, even though the frequency information of the symbol
is not provided in advance. In other words, this scheme
can construct a tree by one pass. However, the complexity
is too high because the tree must be relocated every time
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the symbol is input and, consequently, it is not suitable for
HW implementation.

To overcome the drawbacks of dynamic Huffman coding,
block Huffman coding [26] has been proposed. This method
can cope with the continuous input stream while maintaining
the simplicity of Huffman coding. It processes the input stream
in a block unit and applies Huffman coding to each block. The
advantage of this scheme is that high-throughput compression
is possible with low HW complexity because block processing
and Huffman coding are performed independently. Huffman
coding belongs to variable length coding and, consequently,
the codeword length of each symbol is different depending
on the frequency information of the symbol. Therefore, in the
worst case of the conventional Huffman coding [16], an 8-bit
symbol is represented by a codeword of 256 bits. However,
block Huffman coding can significantly reduce the worst case
Huffman codeword length because the frequency of symbols is
limited to the block size [27]. The longest Huffman codeword
length is expressed as follows:

1

FK+3
< p <

1

FK+2
. (1)

In the source data, the smallest probability value is defined
as p, and F means the Fibonacci sequence value at the
corresponding index. For example, if the block size of block
Huffman coding is 16 kB, the probability value of the least-
appearing symbol is 1/16K, and the K value satisfying (1)
is 19. In other words, the worst case Huffman codeword length
of block Huffman coding is 19 bits, which is considerably
smaller than the worst case 256 bits of Huffman coding [16].
Owing to the reduced worst case of codeword length, the
HW cost for variable length stream merge can be significantly
reduced. In this regard, block Huffman coding is suitable for
a low-cost HW accelerator of lossless compression with high
throughput. An efficient implementation of block Huffman
coding is presented in Section III-B.

However, as block Huffman coding divides data into block
units, it creates a code tree using temporal locality rather than
a whole. Therefore, block Huffman coding generally has a
lower compression ratio than conventional Huffman coding.
To compensate for these drawbacks, a more efficient system
can be implemented by allocating additional resources to vari-
ous preprocessing operations, taking advantage of that the HW
resource of block Huffman coding is much smaller than that
of conventional Huffman implementations. The preprocessing
can reflect the characteristics of the input data and, thus,
it is expected to achieve a very high compression efficiency.
Section III-C discusses the preprocessing techniques that can
be used to improve the compression ratio of memory command
trace data, which are the target data of this paper.

III. HIGH-PERFORMANCE LOSSLESS COMPRESSION

A. Overview of the Proposed Lossless Compression
Hardware

Fig. 1 shows the overall structure of the proposed HW
design. It consists of three parts: block Huffman, parallel
stream merge, and preprocessing.

Fig. 1. Overall structure of the proposed hardware design.

The block Huffman module consists of a buffer, a Huffman
front part, and a Huffman back part, as shown in Fig. 2.
In the Huffman front part, the frequency count module cal-
culates the symbol frequency of the input data and the sorting
module arranges the symbols in the frequency order by merge
sort. In the Huffman back part, a Huffman tree is formed
using the symbols and frequencies sorted in the Huffman front
part. In this process, the module uses SRAM-based queues
and bitmaps appropriately to form the Huffman tree and
the Huffman codeword effectively. A parallel stream merge
module packs the output streams of four parallel compres-
sion machines into one stream. It consists of the metadata,
intramerge, intermerge, and stream out module. In the meta-
data module, symbol and frequency information are packed
into the single stream because they are needed to construct
the tree at the decoding process. The intramerge module
merges the eight variable length streams from the single
compression machine into the single stream using shifters
and OR operations. The intermerge module packs the meta-
data and intramerge streams into the single stream by shifters
and OR operations. The stream out module slices the final
compressed stream from the intermerge module to a certain
size and sends it to the final output. This stream merge module
is essential for variable length coding but requires tremendous
HW cost for high-throughput data processing. To address this
drawback, herein, the parallel stream merge module efficiently
pipelines these merge processes and optimizes the HW wire
width using the mathematical properties of Huffman cod-
ing, to enable high-throughput data processing with a very
low HW cost. Consequently, the proposed HW accelerator
performs lossless data compression with a high throughput
of 8 GB/s and achieves excellent HW cost per throughput
performance. Furthermore, it can preserve the compression
ratio of optimal Huffman coding because it generates the new
Huffman tree continuously according to the input data. This
low-cost HW design of lossless compression, which maintains
high compression efficiency and high throughput, is the first
contribution of this paper and the implementation details of
the proposed HW design are presented in Section III-B.

Even if the block Huffman coding module is implemented
efficiently, compressing the DDR4 command trace data using
Huffman coding results in very low compression efficiency
because the DDR4 command trace data have a high entropy
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Fig. 2. Architecture of Huffman machine in block Huffman module. It only represents the data path, and the unit of wire is bit. Gray is implemented as
SRAM. Buffer is a single port SRAM, and the others are dual port SRAMs.

owing to their complex structure and Huffman coding gen-
erally has a relatively lower compression ratio [30]–[32]
than arithmetic coding [33] or dictionary-based coding. It is
noteworthy that the pattern distribution of the DDR4 command
trace data is irregular because these data consist of a combi-
nation of addresses and control signals and the information
contained in each signal differs depending on the command
type [34]. Herein, to achieve the high compression ratio for
the DDR4 command trace data, two preprocessing schemes,
the “don’t care bits override” and the “bits arrange,” which
utilize the operating characteristics of the DDR4 memory,
are proposed. The don’t care bits override module can lower
the entropy of data by overriding the don’t care bits on the
device deselect command to a value of 0 or 1. The bits
arrange module can lower the entropy of data by dividing the
memory command data composed of 32 bits into four groups
of high correlation bits and obtain high compression ratio by
compressing each partitioned data separately. It is noteworthy
that the memory command data are divided into four groups
because the block Huffman coding module compresses the
memory command data in units of 8-bit symbols. These
preprocessing modules are the second contribution of this
paper and a detailed description of the preprocessing is covered
in Section III-C.

B. Hardware Implementation

1) Block Huffman Coding: Fig. 2 shows the HW architec-
ture of the Huffman machine in the block Huffman module.
The preprocessed data are stored in the buffer for a certain
block size, while it is sorted in the Huffman front-part module.
If the input data are sorted by frequency, the time complexity
of the tree composition [35] can be reduced from O(n log n)
to O(n) using two queues. To achieve this, the finite-state
machine (FSM) with six states, as shown in Fig. 3, is used.
As sorting is complete in the Huffman front part, the FSM
state moves from the IDLE to the INIT and the sorted symbols
and frequencies are stored in the first queue. After storing,
FSM goes to the EXTRACT state and dequeues two data
from each queue. Subsequently, in the COMPARE state,
two data with low frequency are determined from the four data
extracted from the queue. In the SELECT state, the symbol
with the lowest frequency is selected as the left child, and
the remaining is selected as the right child. If the frequencies
are the same, the symbol that appears later in the ascending
sort becomes the left child. Finally, in the INSERT state,

Fig. 3. FSM for block Huffman coding.

the parent data, which is the sum of the left child frequency
and the right child frequency, is stored in the second queue.
As the data stored in two queues becomes one, FSM returns
to the IDLE state. Otherwise, the operation above is repeated.
These processes are performed through the queue controller,
queues, and bitmap controller, as shown in Fig. 2.

An SRAM-based queue is used to obtain the left child, right
child, and parent data. The bitmap is used to efficiently allocate
the Huffman codeword to the obtained data. Fig. 4 shows an
example of the Huffman code table formation using a bitmap.
After sorting in the Huffman front-part module, the FSM state
moves from IDLE to INIT and the bitmap table is initialized
during that state. Fig. 4(a) shows the results in the INIT
state. In the EXTRACT state, the bitmap values stored in
the SRAM are extracted using the left child and right child
symbols that were obtained at the previous FSM loop. This
process is controlled by the bitmap controller in Fig. 2. At the
COMPARE state, the left child bitmap and the right child
bitmap are used as addresses to form a code table. In the
code table, the left child and right child are assigned 0 and 1,
respectively. Furthermore, the code size of the corresponding
symbol is increased. In this process, the existing Huffman
code in the code table needs to be shifted and merged with
the new value before being stored in the code table. Because
these operations are difficult to be processed in a single cycle,
the code table is designed to process these operations during
four cycles of COMPARE, SELECT, INSERT, and EXTRACT
considering the FSM state that determines left child and right
child through a queue. In other words, up to four of Huffman
codes can be formed during four cycles on one dual port
SRAM through pipeline processing. Therefore, the code table
of the proposed HW is implemented with 64 dual port SRAM
(each dual port SRAM consists of 4×19 bits) so that the worst
case of the Huffman code formation (i.e., 256 symbols) can be
processed in parallel. Fig. 4 (b)–(d) shows the code allocation
results for each next COMPARE state. In the SELECT state,
the OR result of the left child bitmap and the right child bitmap
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Fig. 4. Example of a Huffman code table formation. (a) Results in the INIT
state. (b)–(d) Code allocation results for each next COMPARE state.

is updated in the bitmap table. Only the bitmap corresponding
to the right child is updated because the left child symbol
no longer appears in the queues. Thus, the SRAM-based
bitmap can represent the tree structure effectively and create
an HW-efficient Huffman code table. These processes are
performed through the bitmap controller, bitmap OR, bitmap
table, and code table, as shown in Fig. 2.

All of these processes are pipelined to achieve high through-
put. The input data are stored using a triple buffer, and the
generated Huffman code table is stored using a double buffer
called a tree. In the encoding, eight symbols must be processed
per cycle; therefore, one tree consists of four SRAMs. As the
tree storage is completed, the Huffman codeword is extracted
from the SRAM called tree using the input data value stored
in the buffer. As a result, the proposed block Huffman coding
is very well designed compared to the previous design [36]
due to the proposed techniques (i.e., using the SRAM-based
queues and bitmaps and processing each process in a pipelined
manner).

2) Parallel Stream Merge: Fig. 5 shows the compressed
output stream format of the proposed HW. Mi is the metadata

Fig. 5. Compressed output stream format. The certain size is the product of
the block size and the number of Huffman machines.

Fig. 6. Architecture of intermerge module in parallel stream merge.

of the i th Huffman machine module. Ci j is the compressed
data of the j th cycle of the i th Huffman machine after the
first output is started. Fig. 6 shows the structure of intermerge
module in the proposed parallel stream merge to construct
such a compressed stream efficiently. A Huffman codeword is
generated every cycle, while the metadata are generated for
several cycles depending on the symbol that appears in the
specified block size. In other words, a Huffman codeword
is generated for a certain cycle, whereas the metadata are
generated during a variable cycle according to the number of
symbols used in the block. The timing characteristics of the
metadata and Huffman codeword must be considered for high-
throughput processing. Accordingly, the metadata characteris-
tics of the narrow width-long cycle must be converted to wide
width-short cycle. To achieve this, the metadata are stored in
the SRAM. Therefore, a total of four metadata can be easily
controlled by storing them into one FIFO. These processes are
performed through the metadata arbiter and metadata FIFO,
as shown in Fig. 6.

For the Huffman codeword processing, actual codewords
generated by the Huffman machine module among the fixed
width wire must be judged and only the actual codewords are
to be merged. As shown in Fig. 6, the shift amount calcu-
lator computes each codeword location using the codeword
size information, and the pipeline shifter shifts codewords.
Then, OR operation merges several codewords. The intramerge
module also contains the corresponding logic. The intramerge
module in one Huffman machine merges codewords through
seven shifters because eights symbols are processed in par-
allel. In the intermerge module, three shifters are used to
merge each intramerged codeword, as four Huffman machines
operate in parallel. The merging module including the shifter
is fully pipelined for high-throughput processing and can
be implemented at a low cost because the HW wire width
is considerably reduced by the block unit compression.
The resizer reduces the output merge stream once more to fit
the FIFO width. Furthermore, the resized data are stored in the



CHOI et al.: HIGH-THROUGHPUT HW ACCELERATOR FOR LOSSLESS COMPRESSION OF A DDR4 COMMAND TRACE 97

data FIFOs. By using the FIFOs, the Huffman codeword path
can be easily controlled considering the timing of the metadata
path. Two FIFOs are used for the I/O throughput control.

An arbitration module is required to pack the metadata and
the Huffman codeword, as shown in Fig. 5. This process is
performed through the merge arbiter in the intermerge module
of Fig. 6. When metadata are packed into the output stream,
the merged Huffman codeword stream must be blocked. After
packing four metadata into the output stream, the merged
Huffman codeword stream stored in the FIFOs is packed.
Finally, the final compressed stream is stored in the buffer
inside the stream out module according to the format in Fig. 5.
The stream out module outputs the final compressed stream
in a specific size.

C. Preprocessing for DDR4 Memory Command Data

1) Don’t Care Bits Override: There are various com-
mands [34] depending on the memory operation. In particular,
read, write, precharge, and device deselect occupy most of the
DDR4 memory command. Among these commands, the device
deselect command occupies a considerable portion compared
to the other commands because it is necessary to complete
the operations that require more than a single clock cycle
such as bank active, burst read, and refresh. In the device
deselect command, the CKE0, CKE1, CS0, CS1, CS2, and
CS3 signals among the 32 bits have high (i.e., “1”) values
and the remaining 26 bits have don’t care (i.e., “×”) bits.
Therefore, 26 don’t care bits can be arbitrarily designated
to lower the entropy of the trace data because the device
deselect command can be judged by only 6 bits (i.e., CKE0,
CKE1, CS0, CS1, CS2, and CS3 signals). In other words,
the compression efficiency can be enhanced by increasing
the appearance frequency of a specific symbol by arbitrarily
overriding the don’t care bits to 0 or 1. It is noteworthy that it
is impossible to exclude the don’t care bits because the output
stream from lossless compression is composed of variable
length. If the don’t care bits in the device deselect command
are excluded in the encoding process, the symbol values of the
data are changed and, consequently, the location of the device
deselect command is unknown in the decoding process, and
it is impossible to judge which commands correspond to the
decoded symbol values. Although a flag or bitmap for the
location of device deselect commands can be used to solve
this problem, this results in a significant additional overhead
in terms of HW resource and latency.

To increase the data bias, it is important to efficiently
determine a 0 or 1 to the don’t care bits in the device deselect
command. For the operation of the DDR4 memory, the read,
write, and precharge commands occupy most of the entire
command. Therefore, the proposed algorithm is applied to bit
signals ACT, RAS, CAS, and WE, which are fixed to 1 or 0 in
these commands (i.e., read, write, and precharge commands)
and have don’t care bits in the device deselect command.
Table I shows the overriding values for the don’t care bits
of the device deselect command. ACT and RAS signals are
overridden by 1 because they are more frequently fixed to 1 in
read, write, and precharge commands, whereas CAS and WE

TABLE I

DON’T CARE BITS OVERRIDE

signals are overridden by 0 because they are more frequently
fixed to 0 in these commands. The compression efficiency
can be increased by lowering the data entropy through a pre-
processing process that efficiently handles such don’t care bits.

2) Bits Arrange: To further enhance the compression effi-
ciency, the correlation of the data to be compressed together
in Huffman coding must be increased. To efficiently compress
the command data of 32 bits through block Huffman coding,
which compresses by 8-bit symbol units, this paper proposes
a method to rearrange 32 bits of data utilizing the correlation
between each bit and group these data in units of 8 bits to
use as the block Huffman coding input. Consequently, these
partitioned data have much lower entropy than the original
command data, and hence, better compression efficiency can
be achieved in block Huffman coding.

For data grouping, mutual information, which is an index
indicating the degree of correlation, is used and can be
expressed as follows:

I (X;Y ) = H (X) + H (Y ) − H (X, Y ) (2)

where H (X) and H (Y ) are the entropy values of random
variables X and Y , respectively; H (X , Y ) denotes the joint
entropy of the variables set. It is noteworthy that the higher
the correlation, the higher is the mutual information value.
In the proposed scheme, it is necessary to calculate the mutual
information between all bits to divide 32 bits of command data
into units of 8 bits and group the bits with high correlation
together. However, as the number of possible combinations is
large (about 4.15 ×1015), it is impossible to obtain all mutual
information in practice. To efficiently address this problem,
this paper applies a heuristic method to obtain the mutual
information in a 1-bit unit, and then group the bits with
high correlation using the spectral clustering scheme [37] and
K-medoids scheme [38], commonly used in machine-learning
clustering. If the mutual information is obtained in 1-bit units,
mutual information of 32 × 32 matrix type can be obtained.
However, this mutual information that must be tied together
for large edges cannot be applied directly to existing clustering
methods because existing clustering methods are grouping
for low edges; thus, matrix data conversion is necessary.
Spectral clustering [37] is an appropriate method to allow
mapping of high-affinity data to low values and, consequently,
mutual information after spectral clustering can be applied to
the existing clustering method. The mutual information data
processed by the spectral clustering are nonvector space data,
and theoretically, the best representation of the object set in
the nonvector space is widely known as a medoid [39]. Also,
the number of clusters for “bits arrange” is fixed to four.
Moreover, the hard clustering method in which one object
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TABLE II

BITS ARRANGE

should not belong to several clusters is required for mutual
information data. Considering all these features, k-medoids, an
improved version of the well-known k-means algorithm [40],
is the best clustering algorithm for the data containing mutual
information. It is noteworthy that it exhibits excellent clus-
tering performance [41] and has been widely used to obtain
optimal results [42], [43]. By applying these machine learning
techniques to the memory command data, the optimal clus-
tering result in the data extracted for the experiment can be
obtained. Table II shows the results of the bits arrange scheme
by clustering. As shown in Fig. 1, when the input data enter
the preprocessing module, the entropy is reduced first through
the don’t care bits override module, and the command bits
are divided into four groups, as shown in Table II. The result
of this grouping is finally input to the block Huffman coding
module and compressed in each module.

IV. EXPERIMENTAL RESULTS

In this section, the HW implementation results and a
compression ratio of the proposed system are compared
with those of the previous studies to show the superior-
ity of the proposed HW design. To acquire the experi-
mental data set, an intermediate board is placed between
the CPU and memory, and the memory command trace
data are extracted by hijacking. This paper utilized the
DDR4 synchronous dynamic random access memory from
SK Hynix [44], which is commercialized and actively used,
and the diagnostic application for trace extraction is operated
on server-class computers of major vendors. These applica-
tions contain most of the trends that memory can experience
(i.e., from worst cases to general cases). Furthermore, enough
traces (i.e., sufficient capacity) including various character-
istics have been extracted. In other words, the workloads
used in the experiments reflect most of the memory operation
characteristics, and consequently, it can be said that it is
sufficient to evaluate the performance of various studies.

A. Experimental Results of the Proposed Design

The proposed HW design is implemented in the
Vivado 2017 design tool and operated on the Xilinx
Virtex Ultrascale VCU108 field-programmable gate array
(FPGA) [45] at the frequency of 250 MHz. The block size
for the block Huffman coding in the proposed HW design
is 16 kB.

Table III shows the implementation results for each module
in Fig. 1. The preprocessing module uses 0.02% of the look-
up tables (LUTs) and 0.02% of registers in the configurable
logic block among all resources. SRAM is not used. Although
this module does not occupy a large part in the whole system,

TABLE III

IMPLEMENTATION RESULTS OF EACH MODULE

it shows a very high compression efficiency improvement
in the memory command trace data. For the block Huffman
module, 7.82% of the LUTs and 2.27% of the registers in
the FPGA are used. In addition to these resources, it requires
3.29% of the SRAM in the FPGA as it utilizes SRAM-based
queues, bitmaps, and code table. This means that block
Huffman coding is efficiently implemented using only a
small amount of LUTs and registers by utilizing SRAMs
appropriately. In a parallel stream merge, the proposed HW
structure only utilizes 2.27% of LUTs, 1.47% of registers, and
2.31% of SRAM with the reduction in wire width using the
mathematical properties of Huffman coding, data processing
by FIFO, and bit size resizing. In addition, no timing failure
occurred in the proposed HW design. It is noteworthy that
when processing variable length streams for a 32 B/cycle input
with the conventional Huffman coding [16], 8192 bits of wires
are required and, consequently, the usages of LUTs, registers,
and SRAM are 13.75%, 14.75%, and 11.4%, respectively,
which causes very large HW cost. In this case, negative slack
is also generated by the shifter for the merge and the logic
involved in selecting the metadata and Huffman codeword.
These results show that the proposed HW architecture
enables an efficient parallel stream merge processing at a
very low cost. In summary, the proposed HW architecture
utilizes 11.38% of LUTs, 4.76% of registers, and 5.6% of
SRAM. All modules do not use DSP. At 250 MHz, the worst
negative slack is 0.004 ns, the worst hold slack is 0.03 ns,
and no total negative slack and total hold slack were present.

Table IV shows the entropy results of the original data
(i.e., 512 MB) and the preprocessed data (i.e., 128 MB each).
The entropy is an indicator of how much data can be repre-
sented as small information. It is noteworthy that the smaller
the entropy of the data, the higher is the compression ratio.
In general, the memory trace data are organized according
to a complicated standard called JEDEC [34], and therefore,
the pattern distribution of the trace data is irregular and it has
a high entropy. The original entropy of the experimental data
has a high value of 0.827 on average owing to the various
characteristics of the DDR4 memory command trace data;
therefore, it is impossible to obtain high compression ratio.
However, using the two preprocessing techniques proposed
in Section III-C, the entropy can be reduced significantly.
The average entropy after “don’t care bits override” and “bits
arrange” are 0.610 and 0.607, respectively. By using both
methods together, the average entropy can be reduced to
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TABLE IV

EXPERIMENTAL RESULTS IN TERMS OF THE ENTROPY

TABLE V

EXPERIMENTAL RESULTS FOR THE COMPRESSED SIZE

Fig. 7. Comparison results of the compression ratio.

0.391 for the four groups; consequently, a sufficiently high
compression ratio can be achieved using the block Huffman
coding. Table V shows the compressed size results of the
proposed method. The results show that the block Huffman
coding of 16-kB block size has a low compression ratio of
83.29% on average in raw data without preprocessing, but
has a high compression ratio of 40.13% on average after
preprocessing. In addition, the standard deviation between the
compressed results is also quite low. As a result, the proposed
design can obtain high compression ratio without being greatly
affected by the characteristics of the input data because it
adaptively forms the Huffman tree according to the input
data and utilizes two preprocessing methods that reflect the
operating characteristics of the DDR4 memory. It is notewor-
thy that this paper proposes the novel preprocessing schemes
focusing on the DDR4 memory command trace data, but
various preprocessing modules can be used with the block
Huffman coding depending on the target application.

B. Performance Comparison

To show the superior compression efficiency of the proposed
scheme, Fig. 7 shows the compression ratios of LZ77 [12],

Lempel–Ziv–Welch (LZW) [15], Huffman [16], block
Huffman [26], X-MatchPro [21], DEFLATE [17], Bzip2 [20],
and the proposed method. For a fair compression ratio
comparison, the block size of the proposed compression
method is set to 4 kB, which is the smallest block/dictionary
size of the previous compression algorithms. It is noteworthy
that the larger the block size, the higher is the compression
ratio. In addition, as the proposed HW architecture is
designed to process block sizes up to 16 kB to enhance
the compression efficiency, the compression ratio results
using the block size of 16 kB are also presented to show
the accurate performance of the proposed HW design. The
average compression ratios of the LZ77, LZW, Huffman
coding, block Huffman coding, X-MatchPro, DEFLATE,
and Bzip2 are 72.59%, 72.97%, 82.93%, 83.29%, 65.68%,
52.05%, and 49.12%, respectively. However, even with a 4-kB
block size, the average compression ratio of the proposed
method is 44.49%, which is higher than all other methods.
If the block size is 16 kB, the proposed method can obtain an
average compression ratio of 40.13%. Although Bzip2, which
is the combination of several transforms, run-length encoding,
and Huffman coding, has the highest compression ratio among
the previous methods, the proposed method shows better
compression ratio than Bzip2 despite the lower complexity.

Table VI shows the HW performance of the proposed HW
accelerator and other lossless compression HW designs. It is
noteworthy that the final target of the proposed HW design
is FPGA, not application specified integrated circuit, and the
previous studies also presented the LUT results based on the
FPGA implementation. Therefore, the usages of LUTs and
SRAMs are used to compare the HW complexity of each
design presented in the seventh and eighth rows, respectively.
In case of the power consumption in the ninth row, the power
consumption in logics is simulated on design compiler with
the Taiwan Semiconductor Manufacturing Company 65-nm
process and that in SRAMs is estimated based on the previous
study [46]. The HW complexity of the previous studies is
predicted based on the previous studies [21], [23], [47], [48].
The ratio of LUT usage of compressor and decompressor
is approximately 3:2 [47] and doubling the dictionary size
increases chip complexity by a factor of 1.5 [21]. Therefore,
the LUT of the compressor used by Nunez and Jones [21]
is estimated by applying these ratios to the total LUT
results in [21]. Next, the LUT of the compressor used by
Lin and Chang [23] is estimated using a power dissipation
of compression and decompression, which is approximately
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TABLE VI

COMPARISON RESULTS OF HARDWARE PERFORMANCE

1:1 ratio [23]. It should be noted that there is a proportional
relationship between the power dissipation and HW resources
of the modules which operate in the same operating environ-
ment [49]. In case of Fowers et al. [24], the LUT result of
the compressor is estimated from the adaptive logic module
(ALM) results in [24] based on the ratio that the ALM has a
density advantage of approximately 1.8 times the LUT [48].

For a fair comparison, the total HW cost including LUTs
and SRAMs is required. Because the LUTs and SRAMs
have different units, it is impossible to simply conduct a fair
comparison including both LUTs and SRAMs. To address
this difficulty, the tenth row of Table VI compares each
study by using the HW resources normalized by the number
of transistors in each LUT and SRAM. According to the
transistor-level design [50], [51], one LUT can be replaced
with a 34.5-bit SRAM to estimate the normalized HW
resource. Finally, as a tradeoff relationship exists between
HW resource and throughput, the performance is compared
by a normalized parameter, the total HW resource per
throughput, for a fair comparison with previous studies,
as shown in the last row of Table VI. It is noteworthy that
the HW design with the smaller values denotes better HW
designs because it requires less HW resources to achieve
the same performance. The results of Nunez and Jones [21],
Lin and Chang [23], and Fowers et al. [24] show 0.941, 1.179,
and 1.414, respectively, while the proposed HW has a very
low value of 0.684. As a result, the proposed HW architecture
has the highest compression efficiency of 40.13% and the best
HW resource per throughput performance compared to the
previous studies. These results shown in Fig. 7 and Table VI
demonstrate the excellence of the proposed HW design.

V. CONCLUSION

As memory command trace analysis becomes significant
in improving memory performance, memory command trace
compression is becoming increasingly important. In particular,
to support the rapid increase in the amount of data, the demand
for a high-throughput HW architecture of lossless compression
is increasing considerably. The two main contributions of
this paper are as follows. First, a low-cost HW design of
lossless compression, which maintains the high compression

efficiency and high throughput, is proposed. Experimental
results demonstrate that the proposed HW design has a much
better total HW resource per throughput than the previous
studies. Second, to further enhance the compression ratio for
the memory command trace data, two preprocessing methods,
the “don’t care bits override” and the “bits arrange,” which
utilize the operating characteristics of the DDR4 memory, are
proposed. Experimental results demonstrate that the proposed
schemes can achieve an excellent compression ratio of 40.13%
on average while maintaining a high throughput of 8 GB/s.
It is noteworthy that although this paper applies preprocessing
to the DDR4 memory command data, the proposed Huffman
HW design has a high scalability, which can be extended to
various applications by different preprocessing according to
the target data. Therefore, the proposed design is expected to
contribute greatly to the reduction in large amounts of data.
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